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OKRUH ¢. 1

Aplikacie neurénovych sieti, diferencialne rovnice, paralelné programovanie

1.1 Neurodnové siete

1.1.1 Zéklady neurénovych sieti, aktivacné funkcie a stratové funkcie - definicia a
Struktara neurdnovej siete, typy uloh a ucenia, aktivaéné funkcie a ich vlastnosti,
stratové funkcie pre regresiu, klasifikaciu a segmentaciu

1.1.2 Spitna propagécia, problém mizntcich gradientov, inicializacia vah, normalizécia
a regularizécia, vypoctové grafy a retazové pravidlo

1.1.3 Optimaliza¢né algoritmy, konvolu¢né neuronové siete a segmentdcia obrazu -
SGD, rychlost’ ucenia, konvolu¢na operacia, induktivne predpojatosti CNN,
architektara CNN, rezidudlne spojenia, enkdder-dekodder architektara, U-Net a skip
connections, problém nevyvazenych tried.

1.1.4 Generativne modely - autoenkoder, variatny autoenkodér (VAE) a ELBO,
reparametrizacny trik, generativne adversaridlne siete (GAN), kolaps GAN,
porovnanie VAE a GAN.

1.2 Fuzzy mnoZiny
1.2.1 definicie zakladnych Standardnych operacii s fuzzy mnoZinami (prienik,
zjednotenie a doplnok),
1.2.2 definicia o - rezu fuzzy mnoziny 4, ktora je fuzzy podmnoZinou univerza X ,
1.2.3 definicia azdkladné vlastnosti fuzzy relacie, ktord sa pouziva prirozsireni
binarnych relacii na fuzzy mnoZinach.

1.3 Vlastnosti a metody rieSenia systémov linearnych diferencialnych rovnic (SLDR)
1.3.1 vSeobecné rieSenie SLDR y'(t)z A(t)y(t), test pre linearnu (ne)zavislost’ rieSeni
SLDR /()= A(t)y(0),
1.3.2  vieobecné riesenie SLDR y'(¢)= A(t)y(¢)+ b(t),
1.3.3  odvodenie postupu pri hladani jedného riesenia SLDR y'(¢)= A(¢)y(¢)+ b(¢),



1.3.4 vyuzitie vlastnych ¢isel a vlastnych vektorov pri rieSeni SLDR y'(l) = Ay(t),
1.3.5 vztah korenov charakteristického polynému a rieSeni SLDR y'(t) = Ay(t),
1.3.6 vyuzitie fundamentdlnej matice pri ndjdeni jedného rieSenia SLDR

y'(t)=4y(0) + b(e),
1.3.7 metdda variacie konstant pre SLDR y'(¢)= Ay(t)+b(t).

1.4 Definicia trajektorie, definicia (asymptotickej) stability trividlneho rieSenia LDR
a SLDR

1.4.1 typy kritickych bodov v zéavislosti od vlastnych ¢isel pre SLDR y'(t) = Ay(t),
1.4.2 stabilita trividlneho rieSenia v zavislosti od vlastnych ¢isel pre SLDR y'(l‘) = Ay(t)

1.4.3 stabilita trividlneho rieSenia v zavislosti od vlastnych ¢isel pre LDR n-tého radu,
1.4.4 Hurwitzovo kritérium.

1.5 Metody rieSenia linearnych diferenénych rovnic
1.5.1 vSeobecné rieSenie homogénnej linearnej diferencnej rovnice 2. radu
1.5.2 odvodenie charakteristickej rovnice pre linearnu diferencnu rovnicu 2. radu,
1.5.3 vSeobecné rieSenie nehomogénnej linearnej diferencnej rovnice 2. radu.

1.6 Paralelné problémy a druhy paralelizmu
1.6.1 vztah paralelnych architektlr a paralelnych problémov,
1.6.2 vlastnosti paralelnych algoritmov a paralelnych problémov,
1.6.3 vztah paralelnych problémov a druhov paralelizmu.

1.7 Dekompozicia a paralelné vypocty
1.7.1 dekompozicia paralelnych problémov,
1.7.2 hodnotenie efektivnosti paralelného vypoctu.

1.8 Komunikacia v MPI
1.8.1 odovzdavanie sprav v MPI pri komunikacii medzi dvoma procesmi a skupinovej
komunikacii,
1.8.2 skupinové komunikécia v MPI,
1.8.3 udajové typy MPI a ich aplikacia.

1.9 Topolégie procesov MPI a paralelizmy
1.9.1 vyuzitie komunikatorov a topologii procesov MPI pri dekompozicii paralelnych
problémov,
1.9.2 expanzivny a masivny paralelizmus v modeli udajového paralelizmu.



OKRUH ¢. 2

Diskrétne dynamické systémy, linearne a kvadratické programovanie, paralelné
programovanie

2.1

2.2

2.3

24

2.5

2.6

Charakteristiky a riadenie diskrétnych dynamickych systémov (DDS)

2.1.1 definicia max-plus algebry, operacii s maticami a inverznej matice, Specifikdcia
triedy matic, pre ktorl existuje inverzna matica, spdsob jej vypoctu a jej vyuzitie
pri transformacii matic v max-plus algebre,

2.1.2 popis DDS, definicia matice prechodu DDS a vzostupného a zostupného orbitu
a ich vyuzitie pri zostrojeni kritického diagramu,

2.1.3 definicia hlavného rieSenia systému nerovnic v max-plus algebre, nutné
a postacujuce podmienky existencie rieSenia systému rovnic, nutna a postacujuca
podmienka jednoznac¢nosti rieSenia rovnic, vyuzitie sustav pre riadenie DDS.

Ustaleny stav DDS

2.2.1 definicia ustaleného stavu DDS, definicia vlastného problému pre max-plus maticu
a ich korelacia,

2.2.2 spoOsob rieSenia vlastného problému pre ireducibilni maticu, vlastny priestor, baza
vlastného priestoru,

2.2.3 rieSenie vlastného problému pre reducibilni maticu pomocou spektralnej vety
a spektralnych tried matice,

2.2.4 definicia takmer periodickej matice v max-plus algebre, nutnd a postacujica
podmienka periodickosti matice a vypocet periddy matice v kladnom pripade,

2.2.5 definicia robustnej matice, nutnd a postaujica podmienka robustnosti
ireducibilnej matice, nutnd a postacujica podmienka robustnosti reducibilnej
matice.

Algoritmické rieSenie DDS

2.3.1 Karpov algoritmus a jeho vyuzitie pre riadenie DDS,

2.3.2 Floydov-Warshallov algoritmus a jeho vyuZitie pre riadenie DDS,

2.3.3 Algoritmus na overenie periodickosti a vypocet periddy matice s vyuzitim
Balcerovho-Veinottovho algoritmu.

Metody linearneho programovania

2.4.1 popis revidovanej simplexovej metddy na rieSenie ulohy linearneho
programovania,

2.4.2 vymenovanie a struny popis aspoil jedného anticyklického pravidla
pre simplexovu metddu na rieSenie ulohy linearneho programovania,

2.4.3 popis primarno-dualneho algoritmu pre tlohy linearneho programovania.

Postoptimaliza¢na analyza v Glohach LP
2.5.1 analyza senzitivity pre ulohy LP,
2.5.2 parametrizéacia v ulohach LP.

Metody kvadratického programovania

2.6.1 formulécia ulohy kvadratického programovania a Kuhn-Tuckerove podmienky
k ulohe kvadratického programovania,

2.6.2 popis Wolfeho metédy na najdenie optimalneho rieSenia ulohy kvadratického
programovania,



2.6.3 popis Lemkeho algoritmu na vypocet optimalneho rieSenia ulohy kvadratického
programovania,

2.7 Paralelné problémy a druhy paralelizmu

2.8

2.9

2.7.1 vztah paralelnych architektur a paralelnych problémov,
2.7.2 vlastnosti paralelnych algoritmov a paralelnych problémov,
2.7.3 vztah paralelnych problémov a druhov paralelizmu.

Dekompozicia a paralelné vypocty
2.8.1 dekompozicia paralelnych problémov,
2.8.2 hodnotenie efektivnosti paralelného vypoctu.

Komunikacia v MPI

2.9.1 odovzdavanie sprav v MPI pri komunikécii medzi dvoma procesmi a skupinove;j
komunikacii,

2.9.2 skupinova komunikécia v MPI,

2.9.3 udajové typy MPI a ich aplikacia.

2.10 Topolégie procesov MPI a paralelizmy

2.10.1 vyuzitie komunikatorov a topoldgii procesov MPI pri dekompozicii paralelnych
problémov,
2.10.2 expanzivny a masivny paralelizmus v modeli udajového paralelizmu.



